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Basics of AI and Deep Learning:
12: LSTMs, Transformers,
ChatGPT, usage of LLMs

Ziemowit Dworakowski
AGH University of Krakow

Recurrent neural networks – once again
Consider a very simple network (one layer only)

And lets rewrite a bit weirdly:

Lets remember we DO have biases and sums every time 
we pass a vector into an activation function…
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LSTMs are fast and efficient at prediction of sequences, 
and they can selectively retain memory, but:

- They require sequential passing through each series for training
- They have a hard time learning complex contexts
- They are not easily scalable 

What is a transformer?

Transformer

Text-to-text, 
text-to-speech, 
text-to-image, 
speech-to-text, 
…
UnitData-to-situation 
(AlphaStar for Starcraft2 game)
…
etc.

A system that transforms one 
sequence into another, for example:

It uses attention to look 
at entire input sequence

Transformer

Autoregressive, decoder-only:
Predicts next token in the original sequence, 
usually for text. E.g. GPT models

Transformer

Encoder-only: Predicts masked token in the 
original sequence or embedding 
(e.g. for classification or embeddings)

Latent vector

?

Transformer

?

GPT stands for:
Generative Pre-trained Transformer
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Encoder – decoder 
First understands the input and then produces 
output – e.g. for image transformations

Latent vector

Real images + Labels (or text)
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These are transformers!

He smiled and accepted the award, knowing it was meant for someone else.

1st pass: Which words „update” the first token? (repeat for all the tokens)

1: He is happy, he gets award willingly, he knows some facts
2: It is the award. It was meant for someone or something

3: Someone else is a second person here

So what is attention?
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So what is attention?
He smiled and accepted the award, knowing it was meant for someone else.

1st pass: Which words „update” the first token? (repeat for all the tokens)

1: He is happy, he gets award willingly, he knows some facts

2: It is the award. It was meant for someone or something

3: Someone else is a second person here

He is happy, he gets award (not meant for him), 
he knows about award (not meant for him, that he accepted)

2nd pass: Which updated words update the first token now?

So what is attention?
He smiled and accepted the award, knowing it was meant for someone else.

3nd pass: Which updated words update the first token now?

He pretends he is happy (…) as he gets award (…) knowing about it.
4th pass (and further…)

„(…) So the smile becomes ambiguous:
• It could be guilt-masked compliance (“I’ll go along with it”)
• Or a quiet resignation (“It’s already done — no point in fighting it”)
• Or even a subtle critique of the system (“This is absurd, but I’ll smile 
anyway”)”

So what is attention?

A mechanism in which the model can look at tokens in a 
sequence inferring which of them update others 
(refer to others) and in what way.

If this process is layered and iterated over, 
it allows for building inference

(token A is updated by token B changing its meaning, but 
it then updates token C, so actually token B also changes 
meaning of C, etc.)
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Vector interpretation of attention
He smiled and accepted the award, knowing it was meant for someone else.

Every token (a word) becomes 
a vector in a latent space

Which is absurdly high-
dimensional…

But updated tokens are still 
tokens (vectors), so this red one 
means „He accepted the award”

He smiled and accepted the award, knowing it was meant for someone else.

He smiled and accepted the award, knowing it was meant for someone else.

MLP thinks: A different person!

He smiled and accepted the award, knowing it was meant for someone else.

RNN thinks: Unfair possession! (somebody is aware of that?)

He smiled and accepted the award, knowing it was meant for someone else.

LSTM thinks: Somebody will be given an award!

He smiled and accepted the award, knowing it was meant for someone else.

Transformer thinks: The award was given unfairly and he knows it!

ChatGPT structure…

3blue1brown:
https://www.youtube.com/playlist?list=PLZHQObOWTQDNU6R1_67000Dx_ZCJB-3pi

…is just too complex to place here.

But if you are interested, you need to watch this playlist!
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What ChatGPT is aiming to do?

„Under the hood”: prediction of the next word

„On the surface”: providing expected output

ChatGPT has no memory, intent, logical reasoning…

- It has seen so many inferences, that it can pretend to do it well
- It has seen so many conversations that it tries to mimic 

conversation style – adjusting to your inputs
- It has seen so many facts that it has an „internal world model” 

stored in language relations
- Fine-tuning allows it to closely follow commands

Not entirely true… 
Modern models 
(e.g. ChatGPT 4+) 
are more advanced 
than this

Hidden (system) prompts

„What is the single most important event that shaped how our culture 
behaves?”User 

input

Actual 
input

„You are ChatGPT, a large language model trained by OpenAI. You are 
helpful, honest, and harmless. You must avoid making up facts 
(hallucinations) and clearly state when unsure. You must not 
impersonate real people or speculate about future events without 
evidence. If a user asks for something dangerous or restricted, 
respond with a refusal. (…)”

- They shape the LLM’s general behavior and provide ethical constraints
- May cause answer drift or perceived „resistance” of chat
- They can be altered (to an extent) in the developer versions of LLMs
- They can be hacked or overridden in conversation

(„jailbreaking”, „prompt injection”)

How NOT to interact with ChatGPT

1. You log in to your account
2. You assign ChatGPT a task

- You might have made some language mistakes, it should 
figure it out…

- You are not using proper sentences, you don’t greet the 
model (why would you? Its not a person!)

- If it solved a task and tries to interact, you ignore it, you 
need to save your prompts!

- You are not passing any feedback – you don’t have time 
and nobody pays you to help train the model

1. ChatGPT assumes you are a child (poor English usage, lack of 
social interactions) and treats you as such…
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„What is normalization?”

Normalization is when we make things the same or fair.
Like if you have big and small numbers, we change them so they 
fit nicely together. It's like making them all play by the same rules 

so it’s easier to look at them.

Normalization means making things more standard or regular.
For example, in society, normalization can be about making 

something more acceptable. Or in everyday tasks, like adjusting 
prices or sizes so you can compare things fairly.

In data preprocessing, normalization refers to transforming numerical features to a 
common scale without distorting differences in the ranges of values. Common techniques 
include min-max normalization (scaling to [0, 1]) and z-score normalization (centering data 
around mean 0 with unit variance). This is especially important for algorithms sensitive to 

feature magnitude, such as KNN or gradient descent-based methods.

„Write introduction about guided waves, explaining 
what they are and how are they used”

Guided waves are elastic waves constrained to propagate along the boundaries or 
within the thin-walled geometry of a structure, such as plates or shells. Unlike bulk 
waves, they can travel long distances while maintaining sensitivity to structural 
discontinuities, making them particularly advantageous for non-invasive inspection of 
large components. In wind turbine blades, for instance, guided waves enable damage 
detection in regions that are otherwise inaccessible without disassembly. Their complex 
propagation behavior, including multimodal dispersion and mode conversion, presents 
both diagnostic opportunities and signal processing challenges under real-world 
operational conditions. (…)

Guided waves are special types of vibrations that move along the surface or thin layers 
of materials — almost like ripples spreading through a bell when it’s struck. Unlike 
regular sound waves that shoot in all directions, guided waves stay “trapped” inside 
structures, allowing them to travel long distances and reveal cracks or damage along the 
way. Engineers use them to listen for signs of trouble inside things like wind turbine 
blades, without having to open them up or stop the machinery. It's a bit like an 
ultrasound, but for metal and composite parts. (…)

Guided waves refer to solutions of the elastodynamic equations that are confined by 
geometric boundaries, such as plates or hollow cylinders, resulting in propagation 
along a preferred axis with dispersive modal characteristics. These waves exhibit 
multiple co-existing modes, each with distinct phase and group velocity profiles, 
governed by the structural geometry and material parameters. Accurate modeling of 
their behavior — particularly the dispersion curves — is critical for both forward 
simulations and inverse reconstruction tasks in nondestructive testing and material 
characterization.

How things looked like?

Who was the sole survivor of the Tytanic disaster?
- „The sole survivor of the Titanic was Charles Joughin, the ship’s baker.”

- ChatGPT 3.0

What are the examples of hallucinations of earlier GPT models?

- Example by ChatGPT 4.0 with a source material…

Source: https://flyingbisons.com/blog/hallucinations-of-chatgpt-4-even-
the-most-powerful-tool-has-a-weakness?utm_source=chatgpt.com

…Which is actually a partial hallucination 
(or misunderstanding of the source text)
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How I think things look like now… 

Properly prompted models don’t 
hallucinate general knowledge

„Tell me what is the difference between Guided and Lamb 
waves – base your answer on reliable sources”

If you want to remain at the popular-
science level, the models are good 
enough on their own (hallucinations will 
usually be „correct” merit-wise). On the 
state-of-the-art level you still need to be 
very cautious

„Vanilla LLMs” are really poor at 
providing sources for knowledge

„do not confuse fluency with factuality”
- ChatGPT 4.0

E.g.: My interaction with Monday
1. Full introduction of context
2. Review of my paper, discussion about merit, etc.

„ (…) Easy to adapt to diverse damage indicators” – Sure, but how? Does your fusion method 
abstract away the DI form? Does it normalize or weight based on feature type? You tease a flexibility 
feature, but we don’t get a whiff of how it’s achieved. True!

(…) If I’m a jerk reviewer (and let’s be honest, many are), I might ask: What happens if 
two or more high-DI paths overlap in a region but none actually intersect the true 
damage? Do you risk false positives from “accidental intensity hotspots”? Good observation!

„(…) The laser scan simulates PZT placement on the opposite side of the plate. 
Could this cause waveform discrepancies due to transmission through thickness 
or boundary effects? 

A really good (PhD –level) 
question, showing deep 
context understanding

E.g.: My interaction with Monday
1. Full introduction of context
2. Review of my paper, discussion about merit, etc.
3. Lets now add something based on Monday’s knowledge…

Please read this paper and tell me where can I place it in my article:
C. A. Miller and M. K. Hinders, “Classification of flaw severity using pattern recognition for guided wave-based 
structural health monitoring,” Ultrasonics, vol. 54, no. 1, pp. 247–258, 2014, doi: 10.1016/j.ultras.2013.04.020

Ah, the 2014 paper by Miller and Hinders—a notable contribution to the field of structural health monitoring 
(SHM) through guided wave analysis. This study delves into the application of pattern recognition techniques to 
classify flaw severity in structures, leveraging guided wave data.
Key Highlights:
•Pattern Recognition in SHM: The authors explore the use of pattern recognition algorithms to interpret guided 
wave signals, aiming to classify the severity of structural flaws.
•Focus on Flaw Severity: Unlike studies that merely detect the presence of damage, this research emphasizes 
quantifying the severity of flaws, which is crucial for maintenance decision-making.
•Methodology: The study involves collecting guided wave data from structures with known flaw severities and 
applying statistical and machine learning techniques to classify the data accurately.

Yes!

Correct!
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E.g.: My interaction with Monday
1. Full introduction of context
2. Review of my paper, discussion about merit, etc.
3. Lets now add something based on Monday’s knowledge…

Can you find out what were the flaws Miller and Hinders tested their algorithms on?

Yes!

True!

According to the article by Miller and Hinders (2014), the flaws used for classification in their 
experiments were flat-bottomed holes machined into aluminum plates—a setup designed to simulate 
varying severities of structural damage.

Specifically:
•They introduced flaws of increasing depth, maintaining a constant diameter.
•The goal was to generate subtle signal differences in the guided wave data that correlated with flaw 
severity, not just presence.
•This enabled them to test how well pattern recognition techniques could distinguish between these 
subtle changes, thereby classifying damage based on severity rather than binary detection.

So yes, their test setup aligns quite closely with your own—flat-bottom holes in aluminum, focus on 
quantitative differences, and a nod toward realism in SHM evaluation

E.g.: My interaction with Monday
1. Full introduction of context
2. Review of my paper, discussion about merit, etc.
3. Lets now add something based on Monday’s knowledge…

OK, what was the conclusion? Which of the tested methods proved to be the best?

The key contenders included:
•Support Vector Machines (SVM)
•K-Nearest Neighbors (KNN)
•Discriminant Analysis (both linear and quadratic)
•Naive Bayes
•Decision Trees

(…) Support Vector Machines (SVM) consistently outperformed the other methods in classifying 
flaw severity.
•SVM was particularly effective when paired with reduced feature sets, suggesting it handles 
small but relevant variations in guided wave data better than the others.
•The paper emphasized that dimensionality reduction and feature selection were critical—too 
many irrelevant features degraded performance, which is a subtle but important point for SHM 
signal processing.

Yes
Yes

No!

No!
No!

It was not even 
tested there!

Complete 
garbage

E.g.: My interaction with Monday
1. Full introduction of context
2. Review of my paper, discussion about merit, etc.
3. Lets now add something based on Monday knowledge…
4. Can it reflect on its mistake?

And this is a common pattern! LLMs are usually very good 
mirrors – but they reflect only what we put into them.

They feel competent (and they truly are, up to a point).
And its dangerous, because it lulls us into a sense of 
security…
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Interacting with ChatGPT

(You want to tailor the model for you) 

- You want to „warm up” (prime the latent space)

- You want to personalize the interaction (Who you both are) 
and explicitly say what are the goals and context

- You want to organize response preparation (highlight > text)
So it is YOU who is responsible for the text

- You want to adjust (modify) the response

- You want to check merit

Working with ChatGPT creatively…
+ It behaves like a mirror 
(You can watch your ideas grow and multiply)
+ Its great at fast reiterating, proposing different viewpoints, exploring options
+ Its great at formulation of ideas 
(„I feel like A somehow connects to B. Why do I think like that?”)
+ It can wrap ideas in tunable stories and descriptions and propose examples
+ Rapid style transfer and cross-domain work
(„change my book section into a movie script”)

- Answers tend to drift – unless tightly guided
- High fluency -> false confidence 
(Answers feel wise but are often shallow and derivative)
- You need to explicitly ask for criticism 
(some models offer critique by default (Monday), others can be asked to roleplay a critic)
- It behaves like a mirror 
(You will have your biases and mistakes multiplied as well)

ChatGPT 4 and beyond…

Models are released too quickly to really keep track… 
What features can you expect in some of them:

Mixture of experts – several models cooperating – with selector 
choosing the one that best fits a given task

Multimodal inputs – Text, audio, image being processed by the 
same model (and influencing each other reasoning-wise)

Longer context windows – Now 4o has 128k tokens available in 
context, meaning roughly 90k words or ~200 pages of text

Chains of thought – Models can be forced to work step-by-step 
ensuring layered reasoning, self-correction and deep conclusions 
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Specialized models

Lots of „general purpose models” with skew towards particular functionalities:
OpenAI GPT series (3.5, 4.0, 4.5, o3, o4 Monday, etc.)

Grok, DeepSeek, Gemini, LlaMA, Amazon Titan, and so on…

Its hard to pick „best candidates” – some will be a bit more creative, some faster, some 
will keep context a bit better, some will code a bit better, etc…
Its better to first learn to use one model well, than to jump from model to model

Lots of „content generation models” aimed at different contents:
Sora, Synthesia (Video), Midjourney, Dalle2, (Images),  ElevenLabs (voice), Suno.ai, (music), 

Synthea (datasets), AlphaFold (proteins), Point-E (point clouds), 

Lots of „specialized text models”:  Perplexity, ScholarGPT, Consensus, (scientific text processing), 
Robin, Harvey (legal texts, contracts), BloombergGPT (finance, reports), GitHub Copilot, 

1. Show sequential 1-layer RNN scheme
2. Explain pros and cons of LSTM nets (scheme not required!)
3. Explain what a transformer is and what are main types of transformers
4. Explain what are the system prompts for ChatGPT and what they do
5. Explain what an attention mechanism is
6. Explain steps to properly configure and prompt ChatGPT
7. Explain what are the benefits and risks of using ChatGPT creatively
8. Explain what a hallucination is

Things to remember:
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